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Abstract— Student’s employability is a major concern for the institutions offering higher education and a method for early prediction of 
employability of the students is always desirable to take timely action. The paper uses Decision Trees as classification techniques of data 
mining to predict the employability of Undergraduate Engineering students and find the algorithm which is best suited for this problem. For 
this purpose, a data set is developed with the traditional parameters like socioeconomic conditions, academic performance and some 
additional emotional skill parameters. Predicting student employability can help identify the students who are at risk of unemployment and 
thus management can intervene timely and take essential steps to train the students to improve their performance. 

Index Terms— Data mining, Decision Trees, Employablity Prediction   
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1 INTRODUCTION                                                                     
igher education plays a key role in strengthening a 
nation’s economy as it is an industry in itself and it 
supports the rest of the industry by providing a 

trained workforce. Earlier, the major concern for these In-
stitutions were the decrease in the student success rate, de-
crease in retention of students, increase in students moving 
to other competitive institution and lack of counselling to stu-
dents in subject selection. However, with education becoming 
more and more employment oriented, employment of stu-
dents, graduating from any Institution has become a major 
factor in building the reputation of the Institution and hence a 
major concern. Educational institutions generate and collect 
huge amount of data. This may include students’ academic 
records, their personal profile, observations of their behavior, 
their web log activities and also faculty profile. This large data 
set is basically a storehouse of information and must be ex-
plored to have a strategic edge among the educational organi-
zations. The objective is to study the level of employability 
skills among the Engineering students and identify the attrib-
utes looked upon by the companies for undergraduates engi-
neering students. This model is applicable for colleges to im-
prove their student’s employability skills and also Industries 
can use this model to recruit students from different colleges 
through Campus Drive. 

2 DATA MINING 
Data mining is the process of discovering patterns in 
large data sets involving methods at the intersection 
of machine learning, statistics, and database systems.[1] It is 
an essential process where intelligent methods are applied to 
extract data patterns.[1][2] It is an interdisciplinary subfield 
of computer science.[1][3][4] The overall goal of the data min-
ing process is to extract information from a data set and trans-
form it into an understandable structure for further 
use.[1] Aside from the raw analysis step, it involves database 
and data management aspects, data pre-
processing, model and inference considerations, interesting-
ness metrics, complexity considerations, post-processing of 
discovered structures, visualization, and online updating.[1]  

The actual data mining task is the semi-automatic or automat-
ic analysis of large quantities of data to extract previously un-
known, interesting patterns such as groups of data records 
(cluster analysis), unusual records (anomaly detection), and 
dependencies (association rule mining, sequential pattern 
mining). This usually involves using database techniques such 
as spatial indices. These patterns can then be seen as a kind of 
summary of the input data, and may be used in further analy-
sis or, for example, in machine learning and predictive analyt-
ics. For example, the data mining step might identify multiple 
groups in the data, which can then be used to obtain more 
accurate prediction results by a decision support system. 

3 DECISION TREE 
A decision tree is a structure that includes a root node, 
branches, and leaf nodes. Each internal node denotes a test on 
an attribute, each branch denotes the outcome of a test, and 
each leaf node holds a class label. The topmost node in the tree 
is the root node. The following decision tree is for the concept 
that whether the student is employable or not. Each internal 
node represents a test on an attribute. Each leaf node repre-
sents a class. 
 

4 ANALYSIS AND DESIGN 

4.1 Feasibility Study 
A feasibility study is carried out to select the best system that 

H 

 
Fig. 1. Decision Tree  
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meets performance requirements. The main aim of this activity 
is to determine whether it would be financially and technically 
feasible to develop the product. The feasibility study activity 
involves the analysis of the problem and collection of all rele-
vant information relating to the product such as the different 
data items which would be input to the system, the processing 
required to be carried out on these data, the output data re-
quired to be produced by the system as well as various con-
straints on the behavior of the system. Technical feasibility is 
concerned with specifying equipment and software that will 
successfully satisfy the user requirement. The technical needs 
of the system may vary considerably, but might include: The 
facility to produce outputs in a given time, Response time un-
der certain conditions, Ability to process a certain volume of 
transaction at a particular speed, Facility to communicate data 
to distant locations etc. In examining technical feasibility, con-
figuration of the system is given more importance than the 
actual make of hardware. Operational feasibility is dependent 
on human resources available for the project and involves pro-
jecting whether the system will be used if it is developed and 
implemented. Operational feasibility is a measure of how well 
a proposed system solves the problems, and takes advantage 
of the opportunities identified during scope definition and 
how it satisfies the requirements identified in the require-
ments analysis phase of system development. 

4.2 Pre-Design Analysis 
In present competitive world an overall development of stu-
dent is a key factor in empowering him to be employable. The 
employability is an over all outcome of different skills learned 
by the student as shown in Fig 2. Thus it becomes necessary to 
include data other than academic statistics to predict the em-
ployability. 

5 METHODOLOGY 
• Collection of Student Data from TPO. 
• Admin Login. 
• Uploading Student Data. 
• Filtering Student Data. 
• Result. 

 

 

6 IMPLEMENTATION 
Data of various students is collected from available sources 
like Training and Placement cell and from the students itself. 
This data not only includes academic scores but also includes 
attributes and skills acquired by a particular student. The data 

is collected in form of spreadsheet or also can be automatically 
synthesized from an online form which is to be filled by stu-

 
Fig. 2. Student’s Skill Development Linkage 

 

 
Fig. 3. Execution Flow Chart  

 

 
Fig. 4. Login Window  
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dents. The user of application can only login with proper cre-
dentials from a login window as shown in Fig 4. On successful 
login a user is asked to select the dataset on which the tool is 
to be used as shown in Fig 5. An upload successful popup 
window also appears as well as the data can be viewed in 
view students tab as seen in Fig 5. 

As discussed earlier now the user has to apply filter based 
upon his requirement as shown in Fig.6. The different parame-
ters available for filtering are Home Location, SSC Precentage, 
HSC Percentage, Average Pointer, number of KTs, Decision 
making, Leadership and so on. The parameters which cannot 

be assigned a particular values are given grades which are to 
be decided upon experiences and activities of every individu-
al. As soon as a filter is applied to particular parameter the 
students having valid entries are display in Result section as 
shown in Fig.7 and can also be exported in an offline spread-
sheet. 

7 CONCLUSION 
Data mining techniques are effective for implementation on 
educational data set. The result shows success in implement-
ing educational data mining techniques to classify a decision 
tree model. The classification techniques have successfully 
predicted the number of students who are likely to pass their 
examination for work integrated learning placement. The re-
search findings, shows that Decision Tree algorithm out-
performed used data mining techniques in this study 
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Fig. 5. Database Selection and Upload 

 
Fig. 6. Applying Filters to values of parameters  

 

 
Fig. 7. Result  
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